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ABSTRACT

This study addresses monaural (single-microphone) auto-
matic speech recognition (ASR) in adverse acoustic condi-
tions. Our study builds on a state-of-the-art monaural robust
ASR method that uses a wide residual network with bidi-
rectional long short-term memory (BLSTM). We propose a
novel utterance-wise dropout method for training LSTM net-
works and an iterative speaker adaptation technique. When
evaluated on the monaural speech recognition task of the
CHiME-4 corpus, our model yields a word error rate (WER)
of 8.28% using the baseline language model, outperforming
the previous best monaural ASR by 16.19% relatively.

Index Terms— WRBN, utterance-wise recurrent dropout,
iterative speaker adaptation, CHiME-4

1. INTRODUCTION

Automatic speech recognition technology has been success-
fully used in many real-world scenarios. While microphone
arrays are widely employed, their effectiveness as spatial fil-
ters are much reduced in far-field recordings with strong re-
verberation. Monaural ASR is easier to deploy and more de-
sirable in many situations. This paper investigates monaural
ASR in adverse real-world scenarios.

Recently, one of the most popular monaural acoustic
model types is the convolutional, long short-term memory,
fully connected deep neural networks (CLDNNs) [1]. Ap-
plying the wide residual (convolutional) network and bidirec-
tional long short-term memory (BLSTM) layers in a CLDNN
framework, wide residual BLSTM network (WRBN) yields
the best performance on the monaural speech recognition task
using the baseline language model in the 4th CHiME speech
separation and recognition challenge (CHiME-4) [2].

WRBN may be improved using better LSTM dropout
methods and speaker adaptation techniques.

Dropout for LSTM has shown to be effective to atten-
uate the overfitting problem in the LSTM training process
[3]. For speech recognition tasks, Moon et al. propose a
rnnDrop method [4]. It samples the dropout mask once per
utterance and applies the mask on the cell vector. Gal et al.’s

method samples the dropout masks similarly but applies them
on the input and hidden vectors (Gal dropout) [5]. Semeniuta
et al. compare the two dropout mask sampling approaches,
per-step (frame-wise) and per-sequence (utterance-wise) [6].
They propose to apply dropout on the cell update vector (Se-
meniuta dropout). Cheng et al. conduct extensive experi-
ments on the dropout methods for LSTMs and conclude that
applying utterance-wise sampled dropout masks (“per-frame
dropout” in their paper) on the output, forget, and input gates
yields the best result (Cheng dropout) [7].

Speaker adaptation aims at attenuating the distribution
mismatch between the training and test data caused by
speaker differences. The techniques can be classified into
three categories, feature-space, model-space, and feature
augmentation based [8]. One of the dominant techniques in
the feature space may be the feature-space maximum like-
lihood linear regression (fMLLR) [9]. To apply fMLLR to
deep neural network (DNN) based acoustic models, a well-
trained Gaussian mixture model is used to obtain the fMLLR
features, upon which the DNN based system is built. An
MLLR based iterative adaptation technique is also proposed
to update the Gaussian parameters using the decoding result
in the previous iteration [10]. Another popular feature-space
technique is linear input network (LIN) [11, 12]. It learns a
speaker-specific linear transformation of the acoustic model
input. For commonly used model-space techniques, a subset
of the DNN parameters are adapted. These include linear hid-
den network (LHN) [13], learning hidden unit contributions
(LHUC) [14], and the recently proposed speaker adapta-
tion for batch normalized acoustic models [15]. For feature
augmentation based methods, auxiliary features, such as i-
vectors and speaker-specific bottleneck features, are used as
additional information for the acoustic model [16, 17].

The rest of this paper is organized as follows. In Section
2 we explain the utterance-wise recurrent dropout and the it-
erative speaker adaptation. In Sections 3 and 4, we show the
experiment setup and results. Finally, we provide concluding
remarks in Section 5.
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2. SYSTEM DESCRIPTION

A DNN-HMM based monaural speech recognition system
consists of two parts, an acoustic model and a decoder. Mod-
ifications on the system can be conducted in roughly three
categories, acoustic model related, the interaction between
the acoustic model and the decoder, and decoder related.
We improve WRBN in all three categories. For the acoustic
model training process, we use a new utterance-wise recur-
rent dropout method. To adapt the acoustic model using the
decoder, we propose an iterative speaker adaptation tech-
nique. For the parameters related to the decoder, we enlarge
the beamwidths in the decoding graph.

2.1. Utterance-Wise Recurrent Dropout

A typical LSTM layer can be expressed as the three formulas
below. 

it
ft
ot
gt

 =


σ(Wixt + Uiht−1 + bi)
σ(Wfxt + Ufht−1 + bf )
σ(Woxt + Uoht−1 + bo)
f(Wgxt + Ught−1 + bg)

 (1)

ct = ft ⊗ ct−1 + it ⊗ gt (2)

ht = ot ⊗ f(ct) (3)

where it, ft, and ot are the input, forget, and output gates at
step t; gt is the vector of cell updates and ct is the updated
cell vector; ct is used to update the hidden state ht; σ is the
sigmoid function, ⊗ is the element-wise multiplication, and f
is typically chosen to be tanh.

In WRBN, formula (1) is simplified to formula (4) below.
it
ft
ot

gt

 =


σ(Wixt + Uiht−1)
σ(Wfxt + Ufht−1)
σ(Woxt + Uoht−1)
f(Wgxt + Ught−1)

 (4)

One major difference between WRBN and conventional
DNN based acoustic models is its emphasis on utterance-wise
training [2, 18]. In order to train the LSTM in an utterance-
wise fashion, the dropout method should be both recurrent
and with little temporal information loss. We list the dropout
methods satisfying both requirements in formulas (5) - (8),
corresponding to rnnDrop by Moon et al., Gal dropout, Se-
meniuta dropout, and Cheng dropout, respectively. Dropout
is denoted as a d() function.

ct = d(ft ⊗ ct−1 + it ⊗ gt) (5)


it
ft
ot
gt

 =


σ(Widx(xt) + Uidh(ht−1))
σ(Wfdx(xt) + Ufdh(ht−1))
σ(Wodx(xt) + Uodh(ht−1))
f(Wgdx(xt) + Ugdh(ht−1))

 (6)

ct = ft ⊗ ct−1 + it ⊗ d(gt) (7)


it
ft
ot
gt

 =


di(σ(Wixt + Uiht−1))
df (σ(Wfxt + Ufht−1))
do(σ(Woxt + Uoht−1))
f(Wgxt + Ught−1)

 (8)

A possible problem of (5) is that the cells that are dropped
out may be completely excluded from the whole training pro-
cess of the utterance. (6) may suffer from the same problem
since different gates share the same masks in this method.
(7) and (8) apply dropout only on part of the vectors, which
may make the remaining part vulnerable to overfitting. Our
utterance-wise recurrent dropout, shown in formula (9), tries
to avoid the problems in the above dropout methods.


it
ft
ot
gt

 =


σ(Widxit(xt) + Uidhi(ht−1))
σ(Wfdxft(xt) + Ufdhf (ht−1))
σ(Wodxot(xt) + Uodho(ht−1))
f(Wgdxgt(xt) + Ugdhg(ht−1))

 (9)

Four independently sampled utterance-wise masks are ap-
plied to all of the four hidden vectors. For the dropout on the
input vectors, we opt for the conventional frame-wise method
since applying utterance-wise dropout may completely lose
the information in some feature dimensions.

2.2. Iterative Speaker Adaptation

Speaker adaptation is commonly used in the winning systems
of the CHiME-4 challenge. Using the decoded path as the la-
bel, the acoustic model can be adapted to specific test speak-
ers, attenuating the mismatch between the training and test
data. In our work, we apply the unsupervised LIN speaker
adaptation [11]. For each speaker in the test set, we train an
80 × 80 matrix as the linear input layer. This layer is shared
among the three input channels in WRBN, corresponding to
static, delta, and delta-delta features, respectively.

Observing that the improvement brought by speaker adap-
tation is significant, we propose to iterate the adaptation pro-
cess by using the newly generated decoding result as the label
for another adaptation iteration. Note that the decoding result
here is the final result after the RNN language model rescor-
ing. This iterative adaptation method is similar to a prior work
using MLLR [10], but our work is in the context of the LIN
adaptation for a DNN based acoustic model.

There are two ways to conduct the iterative speaker adap-
tation, by simply changing the label and keeping all other set-
tings the same, or by stacking an additional linear input layer
in each iteration. Note that although mathematically, multiple
linear layers have the same effect as a single layer, the second
method ensures that the “acoustic model” (the stacked linear
layer(s) and the original acoustic model) being adapted is the
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same one that generated the adaptation label. We conduct ex-
periments on both methods and compare them in this work.

Inevitably, more iterations may lead to a longer adaptation
time. Such increase in adaptation time, however, may be tack-
led with by well-designed system architectures that conduct
speech recognition and model adaptation asynchronously,
more powerful machines, and faster Internet routings.

2.3. Large Decoding Beamwidths

Due to the differences in training platforms (theirs Chainer
and ours TensorFlow) and decoding systems, our result using
the original WRBN is slightly worse than the one reported
in the paper [2]. To compensate this system bias, we keep
the WRBN acoustic model fixed and adjust the decoding pa-
rameters in the Kaldi scripts [19]. Specifically, we make the
beamwidth and lattice beamwidth ten times larger than those
used in the original WRBN. We also enlarge the lower and
upper boundaries of the number of active tokens.

Unlike segment-wise trained conventional DNN acoustic
models, WRBN takes as input complete utterances. The de-
coders in WRBN based systems, in our opinion, may also
need to be adjusted such that relatively long-term dependen-
cies are kept. Note that although the decoding beamwidths
are larger, an empirical observation is that the decoding speed
may not be influenced greatly.

3. EXPERIMENTAL SETUP

3.1. Dataset

Our experiments are conducted on the CHiME-4 corpus. It is
a read speech corpus with a target of distant-talking automatic
speech recognition. There are two types of data, real recorded
and artificially simulated. The real data is recorded in real
noisy environments, including bus, cafe, pedestrian area, and
street junction. The simulated data, on the other hand, is gen-
erated by artificially mixing clean speech with noisy back-
grounds. The ultimate goal of the CHiME-4 challenge is to
recognize the real recorded utterances.

The training set of the CHiME-4 corpus contains 1600
real utterances and 7318 simulated utterances for each of the
six microphone channels. The real utterances are uttered by 4
speakers and the simulated utterances are from the 83 speak-
ers of the WSJ0 SI-84 training set. For the monaural task,
the development set consists of 410 real utterances and 410
simulated utterances for each of the four audio environments,
bus, cafe, pedestrian area, and street junction. Similarly, the
monaural test set has 330 real recordings and 330 simulated
utterances for each environment. The speakers in the train-
ing, development, and test set do not overlap. The utterances
in the development and test set are randomly chosen from
the six utterances recorded by the corresponding six micro-
phones. Note that channels with hardware issues or masked

by the user’s hands or clothes, i.e. failed channels, are not
selected.

3.2. Implementation Details

Using the same decoding parameters as those in the origi-
nal WRBN based system, our result is 0.3% absolutely worse
than the one reported in the paper [2]. We think this may
be caused by the differences in training platforms and decod-
ing systems. So we keep the WRBN model fixed and adjust
the decoding parameters. Setting the decoding beamwidth to
180.0, lattice beamwidth 120.0, the minimal number of active
tokens 20000 and the maximal number of tokens 80000, we
are able to get a WER of 10.43%. Since the reported WER
without speaker adaptation is 10.4%, we think that the system
bias may be compensated with the new decoding parameters.

We fine tune the WRBN using our utterance-wise re-
current dropout method for five epochs. In addition to the
dropout on LSTM, we also apply conventional dropout in the
residual blocks [2]. All dropout rates are set to 0.2. We use
the Adam optimizer and set the initial learning rate to 10−5.

After language model rescoring, we apply LIN based it-
erative speaker adaptation. For each of the real and simulated
set, we train a linear layer for each speaker for ten epochs.
The optimizer is Adam and the initial learning rate is 10−4.
The linear layers, i.e. the 80× 80 weight matrices, are initial-
ized to be identity matrices. After the first adaptation process,
we get the language model rescored result and use it as the
label for the next iteration. For the straightforward method,
i.e. simply replacing the adaptation label with a new one, we
reuse the network structure and reinitialize the linear layers
to identity matrices. For the method of stacking an additional
layer in each iteration, we take the combination of the stacked
layer(s) in the previous iteration(s) and the original acoustic
model as the new acoustic model, keep them fixed, and train
a new linear layer for them. In this work, we apply itera-
tive speaker adaptation for three iterations, including the first
adaptation process. During the WER calculation, language
model rescoring, and speaker adaptation, all of the language
model weights are chosen based on the development set re-
sults.

4. EVALUATION RESULTS

4.1. Results and Comparisons

Our model obtains a WER of 8.28% on the real recorded data
of the CHiME-4 evaluation set. The results and the compar-
isons with the best monaural speech recognition systems are
shown in Table 1. Baseline and Unconstrained denote the
baseline RNN language model and unconstrained language
models, respectively.

Our model outperforms the previous best model using the
baseline RNN language model by 16.19% relatively. It is even
better than the best model using an unconstrained language
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Table 1. WER (%) Comparisons of Our Model and The Best
Monaural Speech Recognition Systems

systems Baseline Unconstrained
simu real simu real

Du et al. [20] 13.62 11.15 11.81 9.15
Heymann et al. (WRBN) 11.68 9.88 11.11 9.34

Proposed 11.14 8.28 - -

model by 9.51% relatively. We expect the WER of our sys-
tem to be further reduced using a better language model, es-
pecially when combined with our iterative speaker adaptation
technique.

4.2. Results In Different Environments

We test the generalization ability of our model by compar-
ing it with the original WRBN in all four environments. The
comparisons are shown in Table 2. Note that the WRBN re-
sults are those using the unconstrained language model [2].
WRBN denotes the original WRBN model and Proposed de-
notes the WRBN improved by our utterance-wise recurrent
dropout and iterative speaker adaptation. bus, caf, ped, and
str denote the four audio environments.

Table 2. WER (%) Comparisons In Different Environments

environments WRBN Proposed
simu real simu real

bus 8.07 13.22 8.03 11.87
caf 13.17 9.45 12.94 8.65
ped 10.22 7.75 10.44 6.65
str 12.98 6.93 13.15 5.96

average 11.11 9.34 11.14 8.28

The results show that our model is more robust than the
original WRBN in all real scenarios by substantial margins.
For the simulated data, in addition to language model dif-
ferences, we think the limitations of current simulation tech-
niques may also be part of the reason why the results in the
two columns are close [21].

4.3. Step-by-Step Results

The results on the test set after each step are shown in Table 3.
Note that we add the results after one iteration of the speaker
adaptation in the speaker adaptation row.

Table 3. Step-by-Step WERs (%)
steps simu real

original WRBN 13.03 10.74
+ large beamwidths 12.72 10.43

+ modified Gal dropout 12.40 9.72
+ speaker adaptation 11.52 8.81

+ iterative speaker adaptation 11.14 8.28

The system bias is compensated by enlarging the decod-
ing beamwidths. After applying the utterance-wise recurrent

dropout, the WER is reduced to 9.72%, which is already bet-
ter than the final result using the baseline language model in
the paper [2]. One iteration of the speaker adaptation yields
a WER of 8.81%, outperforming the corresponding result
9.88% by 10.83% relatively. Using the speaker adaptation for
two more iterations, we observe a further improvement and
get our best result 8.28%.

4.4. Results of The Two Iterative Speaker Adaptation
Methods

The results of the two iterative speaker adaptation methods
are shown in Table 4. The first adaptation method, denoted as
Iter, simply changes the label and reuses the structure of the
previous iteration. The second method stacks an additional
linear layer in each iteration and is thus denoted as Stack.

Table 4. WER (%) Comparisons of The Two Iterative
Speaker Adaptation Methods

iterations Iter Stack
tri-gram RNN tri-gram RNN

1 11.01 8.81 11.01 8.81
2 10.59 8.51 10.32 8.52
3 10.42 8.28 10.08 8.45

While Iter yields better results after RNN language model
rescoring, Stack performs better when using the simple tri-
gram language model. The better tri-gram results and smaller
improvements brought by the language model rescoring pro-
cess may indicate that Stack is better at incorporating the
language-level information into the acoustic model.

5. CONCLUDING REMARKS

We propose an utterance-wise recurrent dropout method and
an iterative speaker adaptation technique for robust monaural
speech recognition. Each of the proposed methods yields a
substantial improvement on the CHiME-4 corpus. The WER
of our best model is 8.28%, outperforming the previous best
system by 16.19% relatively. Future directions on robust
monaural speech recognition include adding speech separa-
tion frontends, upgrading the components of the CLDNN
acoustic models, designing better decoders for utterance-wise
trained acoustic models, and boosting the performances of
end-to-end systems on small corpora.
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